The Financial Stability Board (FSB) coordinates at the international level the work of national financial authorities and international standard-setting bodies in order to develop and promote the implementation of effective regulatory, supervisory and other financial sector policies. Its mandate is set out in the FSB Charter, which governs the policymaking and related activities of the FSB. These activities, including any decisions reached in their context, shall not be binding or give rise to any legal rights or obligations.
Background

In 2021, the Financial Stability Board (FSB) published a report on Cyber Incident Reporting: Existing Approaches and Next Steps for Broader Convergence. The report set out three ways the FSB would take work forward to achieve greater convergence in cyber incident reporting (CIR): (i) develop best practices; (ii) create common terminologies for CIR; and (iii) identify common types of information to be shared across jurisdictions and sectors. To inform its work, the FSB conducted a survey of FSB members to: identify the most common reporting objectives and types of reporting performed; understand the practical issues financial authorities and financial institutions (FIs) have in collecting or using incident information; identify the information items authorities collect to meet the common reporting objectives, including a review of existing incident reporting templates; and explore the mechanisms for financial authorities to share incident information across borders and sectors.

Drawing on the survey findings, the FSB has set out recommendations to address impediments to achieving greater convergence in CIR with a view to promote better practices. This work also helped to inform refinements to the Cyber Lexicon, which resulted in the addition of four terms and revision of three definitions. The FSB also reviewed financial authorities’ incident reporting templates and identified commonalities in the information collected. Leveraging on this work, the FSB presents a concept for a format for incident reporting exchange (FIRE) to promote convergence, address operational challenges arising from reporting to multiple authorities and foster better communication.

The FSB is inviting feedback on this consultative document, in particular on the questions set out below. Responses should be sent to fsb@fsb.org by 31 December 2022 with the subject line ‘CIR Convergence’. Responses will be published on the FSB’s website unless respondents expressly request otherwise.

Challenges to achieving greater convergence in CIR (Section 2)

1. Is the emphasis on practical issues to collecting and using cyber incident information consistent with your experience? Does your institution want to provide any additional evidence for the FSB to consider from your experience?

Recommendations (Section 3)

2. Can you provide examples of how some of the practical issues with collecting and using cyber incident information have been addressed at your institution?

3. Are there other recommendations that could help promote greater convergence in CIR?

4. Could the recommendations be revised to more effectively address the identified challenges to achieving greater convergence in CIR?

Common terminologies for CIR (Section 4)

5. Will the proposed revisions to the Cyber Lexicon help to encourage greater adoption of the Cyber Lexicon and promote greater convergence in CIR? Are there any other ways in which work related to CIR could help to encourage greater adoption of the Cyber Lexicon and promote greater convergence in CIR?

6. Do you agree with the definition of ‘cyber incident,’ which broadly includes all adverse events, whether malicious, negligent or accidental?

7. Are there other terms that should be included in the Cyber Lexicon to cover CIR activities?

8. Are there other definitions that need to be clarified to support CIR?

Format for Incident Reporting Exchange (FIRE) (Section 5)

9. Would the FIRE concept, if developed and sufficiently adapted, usefully contribute towards greater convergence in incident reporting?

10. Is FIRE readily understood? If not, what additional information would be helpful?
11. If FIRE is pursued, what types of organisations (other than FIs) do you think would need to be involved?

12. What preconditions would be necessary to commence the development of FIRE?
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Executive summary

Cyber incidents are rapidly growing in frequency and sophistication. At the same time, the cyber threat landscape is expanding amid digital transformation, increased dependencies on third-party service providers and geopolitical tensions. Growing interconnectedness of the financial system increases the likelihood of a cyber incident at one financial institution (FI) (or an incident at one of its third-party service providers) having spill-over effects across borders and sectors.

Recognising that timely and accurate information on cyber incidents is crucial for effective incident response and recovery and promoting financial stability, the G20 asked the FSB to deliver a report on achieving greater convergence in cyber incident reporting (CIR). To meet this call, the FSB sought to understand the impediments to achieving greater harmonisation in incident reporting and set out recommendations to address them (see below). The FSB Cyber Lexicon was also updated to include terms and definitions related to cyber incidents as having a common language is essential to achieving convergence in CIR. These initiatives will help to promote cyber resilience as the threat landscape becomes increasingly more complex.

To complement this work, the FSB presents a concept of a common format for incident reporting exchange (FIRE) that financial authorities could further develop and eventually use to collect incident information from FIs, and for authorities to use for information sharing. It is envisioned that FIRE would be flexible to allow a range of adoption choices and include the most relevant data elements for financial authorities. The concept of FIRE leverages the analysis of various incident reporting templates, which identified many commonalities in the data that financial authorities collect to meet their reporting objectives.

Drawing from the FSB’s body of work on cyber, including engagement with external stakeholders, this report sets out recommendations to address impediments to achieving greater convergence in CIR. The recommendations aim to promote convergence among CIR frameworks, while recognising that a one-size-fits-all approach is not feasible or preferable. Financial authorities and FIs can choose to adopt these recommendations as appropriate and relevant, consistent with their legal and regulatory framework.

Recommendations:

1. **Establish and maintain objectives for CIR.** Financial authorities should have clearly defined objectives for incident reporting, and periodically assess and demonstrate how these objectives can be achieved in an efficient manner, both for FIs and authorities.

2. **Explore greater convergence of CIR frameworks.** Financial authorities should continue to explore ways to align their CIR regimes with other relevant authorities, on a cross-border and cross-sectoral basis, to minimise potential fragmentation and improve interoperability.

3. **Adopt common reporting formats.** Financial authorities should individually or collectively identify common data requirements, and, where appropriate, develop or adopt standardised formats for the exchange of incident reporting information.

4. **Implement phased and incremental reporting requirements.** Financial authorities should implement incremental reporting requirements in a phased manner, balancing the
authority’s need for timely reporting with the affected institution’s primary objective of bringing the incident under control.

5. **Select incident reporting triggers.** Financial authorities should explore the benefits and implications of a range of reporting trigger options as part of the design of their CIR regime.

6. **Calibrate initial reporting windows.** Financial authorities should consider potential outcomes associated with window design or calibration used for initial reporting.

7. **Minimise interpretation risk.** Financial authorities should promote consistent understanding and minimise interpretation risk by providing an appropriate level of detail in setting reporting thresholds, including supplementing CIR guidance with examples, and engaging with FIs.

8. **Extend materiality-based triggers to include likely breaches.** Financial authorities that use materiality thresholds should explore adjusting threshold language, or use other equivalent approaches, to encourage FIs to report incidents where reporting criteria have yet to be met but are likely to be breached.

9. **Review the effectiveness of CIR processes.** Financial authorities should explore ways to review the effectiveness of FIs’ CIR processes and procedures as part of their existing supervisory or regulatory engagement.

10. **Conduct ad-hoc data collection and industry engagement.** Financial authorities should explore ways to complement CIR frameworks with supervisory measures as needed and engage FIs on cyber incidents, both during and outside of live incidents.

11. **Address impediments to cross-border information sharing.** Financial authorities should explore methods for collaboratively addressing legal or confidentiality challenges relating to the exchange of CIR information on a cross-border basis.

12. **Foster mutual understanding of benefits of reporting.** Financial authorities should engage regularly with FIs to raise awareness of the value and importance of incident reporting, understand possible challenges faced by FIs and identify approaches to overcome them when warranted.

13. **Provide guidance on effective CIR communication.** Financial authorities should explore ways to develop, or foster development of, toolkits and guidelines to promote effective communication practices in cyber incident reports.

14. **Maintain response capabilities which support CIR.** FIs should continuously identify and address any gaps in their cyber incident response capabilities which directly support CIR, including incident detection, assessment and training on a continuous basis.

15. **Pool knowledge to identify related cyber events and cyber incidents.** Financial authorities and FIs should collaborate to identify and implement mechanisms to proactively share event, vulnerability and incident information amongst financial sector participants to combat situational uncertainty, and pool knowledge in collective defence of the financial sector.

16. **Protect sensitive information.** Financial authorities should implement secure forms of incident information handling to ensure protection of sensitive information at all times.
1. Introduction

Enhancing cyber resilience is a key priority for financial authorities and FIs and has been a key element of the FSB’s work programme to promote financial stability. This work has included developing a better understanding of supervisory and regulatory practices around cyber security, creating a common language related to cyber through the development of a Cyber Lexicon and establishing a toolkit of effective practices for cyber incident response and recovery. In many jurisdictions, financial authorities have introduced CIR requirements for FIs, which are crucial for effective policy response and promoting financial stability. Over the last decade however, meaningful differences have and continue to emerge in the requirements and practices associated with CIR, which the FSB explored in greater detail in its 2021 stocktake. Most recently, recognising the significance of the challenges and the potential benefits, the FSB has conducted work to achieve greater convergence in CIR in three ways.

- First, drawing from a survey of FSB members conducted in early 2022, the FSB identified commonalities in CIR frameworks (detailed in Annex 1) and practical issues associated with the collection of cyber incident information from FIs and the onward sharing between financial authorities (Section 2). Drawing on the experience of financial authorities and engagement with FIs, 16 recommendations were set out (Section 3) to address these practical issues that pose challenges to achieving greater convergence in CIR: (i) operational challenges arising from the process of reporting to multiple authorities; (ii) setting appropriate and consistent qualitative and quantitative criteria/thresholds for reporting; (iii) establishing an appropriate culture to report incidents in a timely manner; (iv) inconsistent definitions and taxonomy related to cyber security; (v) establishing a secure mechanism to communicate on cyber incidents; and (vi) legal or confidentiality constraints in sharing information with authorities across borders and sectors.

- Second, the Cyber Lexicon was enhanced to include additional terms related to CIR (Section 4). Harmonised CIR schemes necessitate a ‘common language’. In particular, a common definition and understanding for what constitutes a ‘cyber incident’ is needed that avoids the over reporting of incidents that are not meaningful for a FI or financial stability. Of the more than 80 terms that were reviewed for inclusion or amendment to the Cyber Lexicon, four terms will be added (Insider Threat, Phishing, Ransomware, Security Operations Centre) and three definitions will be revised (Cyber Incident, Cyber Incident Response Plan, Information System).

- And finally, the FSB identified common types of information to be shared across jurisdictions and sectors (Section 5), informed by a review of financial authorities’ reporting requirements and templates. The types of information FIs are required to report relates to: who issued the report and to whom it was sent; information about the incident; what led to the incident; impact assessment; and what remedial action(s) will

---
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be taken. To facilitate further developments in information-sharing and convergence in CIR, the FSB presents the FIRE concept that could be further considered among FIs and financial authorities.

2. Challenges to achieving greater convergence in CIR

The 2022 survey augmented and refined the stocktake in 2021, delving more deeply into understanding: (i) the most common reporting objectives for financial authorities; (ii) the types of incident reporting used to support common objectives; (iii) impediments to sharing information between financial authorities; (iv) the information items exchanged as part of incident data collections; (v) aspects considered for impact/materiality thresholds that trigger reporting obligations; and (vi) practical issues financial authorities and FIs have in collecting or using the reported cyber information. This work identified many commonalities in CIR frameworks across jurisdictions and sectors. This includes commonalities in reporting objectives, the types of data collected on incidents and the use of criteria or materiality thresholds to trigger FIs’ reporting obligations (institution-initiated reporting). (See Annex 1 for more analysis of the survey findings.)

The survey also found that differences in reporting requirements can arise due to different policy objectives and mandates, as well as differences in FIs’ size, business activities and services. The different reporting requirements, different uses of information and subsequent heterogeneous information can create challenges for both FIs and financial authorities. Graph 1 illustrates the practical issues financial authorities and FIs face when collecting or using reported cyber incident information. These issues are interrelated. For instance, an FI that faces operational challenges in submitting CIR reports may find it more difficult to develop a culture that promotes the timely reporting of cyber incidents. Further, differences in regulatory

<table>
<thead>
<tr>
<th>Practical issues in collecting or using cyber incident information</th>
<th>Graph 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational challenges</td>
<td>52%</td>
</tr>
<tr>
<td>Appropriate reporting thresholds</td>
<td>56%</td>
</tr>
<tr>
<td>Culture of timely reporting</td>
<td>87%</td>
</tr>
<tr>
<td>Early assessment challenges</td>
<td>74%</td>
</tr>
<tr>
<td>Inconsistent definitions and taxonomy</td>
<td>48%</td>
</tr>
<tr>
<td>Secure communications</td>
<td>26.1%</td>
</tr>
</tbody>
</table>

Source: 2022 FSB Survey
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6 The issue of inconsistent definitions and taxonomy is discussed in Section 4, which focuses on amendments to the Cyber Lexicon.
requirements or reporting of cyber incidents, primarily for FIs that operate in many jurisdictions, could result in operational challenges that again impact the quality and timeliness of reporting.

2.1. Operational challenges

Institution-initiated reporting of cyber incidents by FIs is typically triggered by exceeding implicit or explicit criteria and is normally associated with specific reporting obligations, such as a requirement to submit letters of notification, complete incident templates or report via other online tools/platforms. Meaningful differences in how different authorities determine their reporting criteria for cyber incidents, use incident information and set their timeframes for reporting an incident pose operational challenges for FIs; particularly for FIs that operate across many jurisdictions and sectors and are subject to multiple reporting requirements for one incident, with each notification tending to trigger follow-up enquiries from each financial authority. In addition, many FIs are required to notify law enforcement, cyber insurance, industry threat sharing groups, customers and stakeholders within set timeframes, as well as internally, to business continuity teams, corporate executives and corporate communication teams. At the same time, incident response teams are working to address the incident, minimise the harm and recover operations as quickly as possible.

Figure 1 illustrates how FIs operating in the European Union (EU) have to report incidents to multiple authorities under different EU regulations/directives and under different timeframes, ranging from ‘without undue delay’ to ‘within 72 hours’. The reporting process involves authorities at both the national and European level, often applying different procedures, criteria/thresholds, templates and taxonomy. The newly developed Digital Operational Resilience Act (DORA) is a
step towards harmonisation of incident reporting requirements across the EU, paving the way towards a centralised EU incident hub.

Figure 2 presents a case study that was developed in collaboration with a global systemically important bank (G-SIB) with large operations in Europe and the United States. In the event of a cyber incident which triggers reporting requirements in all jurisdictions that the G-SIB operates, the G-SIB, in the first 72 hours, has to verbally contact five or more authorities, issue between 7-13 written notifications, complete and submit 12-14 initial incident report forms and enter details into 5-9 online reporting portals. Each notification is edited and reviewed by incident response teams to ensure it is technically accurate according to the latest information as more details of the incident emerge, which is particularly dynamic in the first 24 hours of an incident. Further, draft text in each required communication format, style and timeframe are iterated and finalised with the most current information available, which takes considerable time away from the relatively small-sized teams of cyber incident responders during most critical initial investigation time.

There are also meaningful differences in the reporting templates and reporting triggers (i.e. detection or materiality thresholds), which require judgement by the G-SIB, and mechanisms for reporting (e.g. verbal, email, template-based, online form). The challenge of materiality thresholds as triggers for notification in the first 24 hours is further exacerbated by the uncertainty that surrounds the first hours of an event detection, which has led several financial authorities to issue verbal guidance for proactive notification of incidents with a potential to be cyber-related, or a potential to be materially impactful but the threshold has not yet been reached. Further, each reporting requirement may have different governance processes, which need to be managed while managing the incident itself.

7 Additional layers of complexity would be added if incident reporting to non-financial sector authorities and agencies were included in this case study.
Illustration of incident reporting requirements for a G-SIB

**Figure 2**

**LEGEND**
- **yellow**: verbal
- **blue**: email (free text)
- **brown**: template-based
- **blue**: online portal

**AM = Americas**
**AS = Asia**
**EU = Europe**

**Explanatory notes**
- All jurisdictions where the institution operates are affected simultaneously and to the same degree.
- Impact levels increase sharply 6hrs after occurrence to trigger all materiality threshold triggers concurrently.
- Incident timing does not account for time zone differences.
- Incident spans only working days (no non-working days for any jurisdiction reflected).
- Multiple reporting mechanisms shown (per authority), where denoted in the source material.
- Identity of individual authorities has been anonymised to continent level (e.g. AM = Americas).
2.2. Setting reporting criteria

The process of determining and articulating the point at which a reporting obligation becomes actionable following a cyber incident poses challenges for financial authorities, and hinders convergence in CIR.

First, the calibration of reporting criteria can present practical issues, including:

- setting reporting criteria which is cause-agnostic (i.e. relevant in all incident circumstances) and proportionate in nature, and therefore applicable to a diverse range of FIs of differing scales, complexity and types;
- determining an appropriate duration for FIs to fulfil their reporting obligation once it has been triggered;
- for detection-based triggers, balancing the time (on average) that may require FIs to sufficiently understand the nature of an incident before submitting an initial report, against the financial authority's need to be informed in a timely manner; and
- for materiality-based triggers, overcoming the inherent difficulty in describing or measuring impact and severity, given the lack of established methodologies to guide financial authorities.8

Second, there is a potential for a lack of common understanding on reporting criteria between financial authorities and their regulated FIs. This ‘interpretation risk’ can arise as a result of insufficient detailed criteria, thereby increasing the likelihood of FIs incorrectly or inconsistently executing against authority expectations. Under such circumstances, it is possible that authorities may experience greater levels of under-, over- or late reporting which may in turn affect their ability to fulfil their reporting objectives. On the other hand, trying to define too many criteria can increase operational complexity with reporting.

Third, the calibration of reporting criteria is often specific to each financial authority, thereby limiting convergence opportunities. The point at which an authority wishes to be informed of a cyber incident will largely be driven by its institutional mandate, or overarching regulatory or supervisory approach. Figure 2 illustrates this diversity of reporting periods implemented by 32 different authorities for initial reporting by FIs. Given that the impediments to convergence are foundational in nature, it is highly unlikely that these can be overcome. However, other aspects of reporting criteria which are less driven by mandates (such as intermediate or final reporting) may present opportunities for alignment such that the timing of a subset of incident reports may coincide to be received by multiple authorities simultaneously.

8 FSB (2021), page 3.
2.3. Culture of timely reporting

Late reporting of cyber incidents by FIs could delay or impede the assessment and responses by financial authorities. The resulting impact could be significant, especially when there are potential sector-wide implications or spill-over effects to other FIs necessitating supportive action from an authority. For example, a widespread incident could quickly escalate into a crisis, and the financial authority may decide to issue media statements to the public to maintain their confidence in the financial system. Effective cyber incident communication can only be achieved when the financial authority has timely and sufficient information relating to the incident. Having timely reporting of such information could also be helpful for cross-border coordination of joint actions and responses.

Establishing an appropriate culture or behaviour among FIs to report cyber incidents in a timely manner remains a challenge, and may require a change in mindset. This may be due to (see Figure 3):

- poor culture or lack of awareness in FIs on the need for timely CIR;
- fear of reputational damage or increased scrutiny from the supervisor;
- inadequate detection capabilities in FIs leading to delayed detection of cyber incidents and the assessment of potential impacts;
- lack of or unclear reporting requirements that may be open to interpretation by FIs or financial authorities; or
- inadequate internal escalation and reporting procedures in FIs.

At the same time, difficulties in making accurate assessments during the early stage of a cyber incident, including in relation to cyber incidents affecting third-party service providers that do not share timely information with FIs, may also contribute to the issue of late reporting.

Possible causal factors to issues with timely reporting

![Diagram showing possible causal factors to issues with timely reporting](image-url)
2.4. Early assessment challenges

Due to the ambiguous nature of many cyber incidents in general, the true impact or root cause of the incident may not be known for some time. This makes obtaining relevant cyber incident information in the early phases of the incident a challenge, hindering the ability to assess the impact of an incident. This creates challenges for authorities to coordinate and communicate relevant responses in a timely manner to ensure stability of the financial system. Information often is not communicated in a standard way and different authorities may receive different amounts of information at different times, impacting the ability for authorities to come up with a common operating picture and cohesive policy response. A timely and clear picture of an incident is important for financial authorities as it forms the basis for any policy response; including supervisory responses or in the case of a more material incident, public communication or tools to address potential systemic impacts.

The challenge for FIs is that some cyber incidents are often not easy or straightforward to identify. Detection of an incident may lag significantly after the first occurrence and the extent of the impact may not be obvious at first (e.g. if there is no service down time). Assessing the full extent of the impact of cyber incidents can take a long time and therefore may continue beyond the initial thresholds and reporting requirements. Expectations to complete this type of assessment for reporting purposes early on, while important, add additional stress and diverts resources from focusing on resolving the incident. The resources to analyse the root cause of an incident will vary depending on the complexity of the incident. In the case of an incident initiated for malicious purposes, the instigating party may take steps to obfuscate impact.

Challenges may be exacerbated at small institutions, which may lack resources for continuous monitoring, automated detection and forensic analysis. On the other hand, large FIs experience a higher volume of cyber incidents, many of which may not be noteworthy for the institution or its financial authorities.

2.5. Secure communications

Information contained within incident reports can be both commercially and market sensitive, and therefore needs to be handled appropriately by all parties involved. The diverse nature of reporting mechanisms used by authorities presents operational challenges, as highlighted in Section 2.1. From a security perspective, FIs need to ensure that they can meet these varied requirements at all times. From an FI perspective, there may be insufficient clarity or confirmation that certain authority reporting platforms meet shared security requirements, thereby exposing FIs to potential sources of risk, particularly as unencrypted e-mail is the most common way FIs report a cyber incident.9

9 FSB (2021), page 7.
2.6. Cross-border and cross-sectoral issues

While many financial authorities have formal or informal information-sharing arrangements with authorities outside their jurisdiction, there are differences in the scope, depth and form of such information-sharing across jurisdictions and sectors. Through the FSB survey, two themes emerged as impediments to information sharing across borders and sectors:

- legal, whether the pre-requisite laws or agreements are in place to set out the terms by which incident information can be shared between parties; and
- confidentiality, i.e. the treatment/handling of protected information between parties.

In the majority of cases, as long as agreements are in place, such as Memoranda of Understanding (MoUs) or legal gateways, and the information transferred does not breach the terms of what can be exchanged, then fewer impediments are observed.

Cross-border arrangements are ‘appetite-driven’, governed by individual authorities’ desires to share with other parties and to what extent as well as historical experience. In most circumstances, financial authorities prefer to enter into bilateral agreements with one another, resulting in a patchwork of idiosyncratic engagements which, whilst perhaps not being the efficient outcome, reflect the nature/closeness of relationships. Although multilateral arrangements do exist, these tend to align to pre-defined circles of trust.

3. Recommendations

Drawing from the FSB’s body of work on cyber, including engagement with external stakeholders, this report sets out recommendations to address impediments to achieving greater convergence in CIR. The recommendations aim to promote convergence among CIR frameworks, while recognising that a one-size-fits-all approach is not feasible or preferable. Financial authorities and institutions can choose to adopt these recommendations as appropriate and relevant, consistent with their legal and regulatory framework.

3.1. Design of approach to CIR

<table>
<thead>
<tr>
<th>Recommendation 1. Establish and maintain objectives for CIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial authorities should have clearly defined objectives for incident reporting, and periodically assess and demonstrate how these objectives can be achieved in an efficient manner, both for FIs and authorities.</td>
</tr>
</tbody>
</table>

Financial authorities should review the coverage and appropriateness of the five commonly identified reporting objectives (See Annex 1) within their CIR regime. In some cases, a financial

---

10 Authorities may also have information-sharing arrangements with cyber security or data privacy agencies within the same jurisdiction.

11 Annex 2 highlights the many-to-many relationships between the recommendations and the practical issues they seek to address, and the extent to which each recommendation is projected to have a positive impact.
authority’s CIR objectives may be implicitly contained within broader objectives related to incident reporting, which may be inclusive of, rather than exclusive to, cyber incidents. When defining objectives, financial authorities should, where possible, address commonly identified practical issues and impediments associated with CIR (e.g., reduction in operational challenges). Financial authorities should review their CIR objectives at regular intervals to verify that they remain fit for purpose and continue to meet the needs of all relevant stakeholders.

**Recommendation 2. Explore greater convergence of CIR frameworks**

Financial authorities should continue to explore ways to align their CIR regimes with other relevant authorities, on a cross-border and cross-sectoral basis, to minimise potential fragmentation and improve interoperability.

Establishing a greater degree of convergence amongst financial authorities will facilitate an easier exchange of information at critical points and promote greater efficiency of CIR requirements for globally active FIs, thereby promoting financial stability. Such alignment could accommodate specific authorities’ cross-border and cross-sectoral information-sharing needs.

In jurisdictions where more than one financial authority is designated to receive cyber incident reports, and where operational circumstances and legal frameworks would permit such streamlining, authorities should explore ways to consolidate overlapping CIR processes. Potential approaches include implementing unified CIR to all relevant authorities or designating a lead reporting authority to receive incident reports and disseminate this information to other authorities as appropriate. Authorities in such cases should seek to use common reporting formats for the dissemination of information, which can additionally support the delivery of individual report instances to multiple authority recipients.

Financial authorities should also explore alignment of mechanisms for secure exchange of incident reporting information, including opportunities to harmonise reporting channels with other financial authorities that receive CIR information.

**Recommendation 3. Adopt common reporting formats**

Financial authorities should individually or collectively identify common data requirements, and, where appropriate, develop or adopt standardised formats for the exchange of incident reporting information.

The adoption of a common reporting format can occur at three different scales that build incrementally in terms of scope, complexity and ambition (outlined below). Financial authorities should determine the level of adoption, which is appropriate to their circumstances, noting that any change in reporting formats would likely have implementation implications for affected FIs in scope. Common reporting formats could contribute to fostering trust and collaboration and may be adopted:

- By a single authority, where reporting requirements are not currently explicitly defined. In such cases, FIs would have a high degree of flexibility, but might lack the necessary clarity to provide the financial authority with incident information in a consistent manner. Defining formats for individual data fields within incident reports may realise further benefits related to the exchange and processing of the reported information. In the
absence of central guidance, individual supervisors may resort to agreeing these requirements on a bilateral basis with FIs, which in turn could be less efficient for authorities, and may hamper the ability to conduct horizontal analysis.

- By financial authorities within the same jurisdiction. Adoption of a common reporting format by financial authorities within a single jurisdiction can provide a more efficient solution for reporting requirements originating from that jurisdiction. This change can be particularly helpful for FIs that are solely domestically regulated.

- By (a subset of) financial authorities across jurisdictions. Adoption of a common reporting format across borders could benefit FIs with a global footprint. In addition, broader adoption of a common format can drive efficiencies for the cross-border exchange of incident information between financial authorities in a standardised form.

**Recommendation 4. Implement phased and incremental reporting requirements**

Financial authorities should implement incremental reporting requirements in a phased manner, balancing the authority’s need for timely reporting with the affected institution’s primary objective of bringing the incident under control.

Initial cyber incident reports should aim to contain a minimal set of information items which may then be supplemented by more comprehensive intermediate updates and culminate in a final report which also includes the post-incident analysis performed by the impacted FI.

In the early stages of a cyber incident, confidence levels on causes and circumstances of the incident may be low and the impacted FI may not have a comprehensive understanding of the event that has occurred. At the outset of the incident, resources and efforts of the impacted FI are primarily focused on incident response and impact containment. Therefore, initial reporting requirements should be constrained to facilitate timely reporting and not compound the operational challenges which the affected institution already faces.

**Box 1: Examples of information that could be reported to authorities in each CIR phase**

Starting from a minimum set of information to be reported in the initial notification, FIs can provide more details as they become known/available during the subsequent phases of the CIR process, as outlined below.

**Initial report**

In the early stage of the incident, the information available to the affected FI could be rather limited. Nevertheless, the FI should still provide, to the best of its knowledge, an overview of what happened, which could include when the incident was detected, possible cause(s) of the incident, immediate impact (e.g. the services affected) and initial actions taken to manage the incident. Such information could help authorities form a preliminary assessment on the severity of the incident, as well as any potential spill-overs on other entities and the financial system as a whole. The contact information of person(s) designated as the point of contact(s) for the incident should also be provided to facilitate any follow-up communications required.

**Intermediate report(s) up until (and including) incident resolution**

As the incident evolves, more details would become available to the FI. Updates may be provided on the latest impact observed (e.g. operational, financial and reputational impact), including the systems and services affected, and the technical details about the incident. Other useful information may include
escalation steps taken, response and recovery actions to restore services, stakeholder’s engagement and further insights on incident causes. These intermediate report(s) would provide financial authorities with a better picture of the latest developments and potential implications arising from the incident.

**Final report**

Following the incident, the FI may be required to report on its after-action review and root cause analysis. Useful information may include main findings and learning points, and remedial activity. With final report, the authorities become aware of how the incident originated, the level of preparedness, response and recovery of the affected entity, as well as the actions and measures to prevent similar incidents in the future.

---

**Recommendation 5. Select incident reporting triggers**

Financial authorities should explore the benefits and implications of a range of reporting trigger options as part of the design of their CIR regime.

For each reporting type, the process for determining the reporting trigger should aim for outcomes which are proportionate, comprehensible and justifiable.

- For institution-initiated reporting, the primary design choice is whether to anchor reporting requirements relative to a specific point in time (i.e. occurrence or detection), or pre-defined threshold criteria. Factors such as ease of understanding, scenario independence, situational uncertainty and institutional decision-making should be considered as part of trigger evaluation.

- For authority-initiated reporting, financial authorities should consider the circumstances and the process required to trigger sectoral impact assessments, on either a national or cross-border basis.

As the trigger for periodic reporting is time rather than event driven, financial authorities should consider the frequency of data collection relative to the volume of incident information collected for the chosen reporting period. Authorities may opt for a uniform interval across their regulated institutions, or vary frequency in accordance with firm type, scale and complexity. The relative timing of bulk data collections from all institutions in scope may be either: aligned, though this may present challenges in handling the aggregate volume of information received concurrently; or spread out such that individual institutions report on their own periodic cycles, which could introduce additional complexity to external messaging.

---

**Recommendation 6. Calibrate initial reporting windows**

Financial authorities should consider potential outcomes associated with window design or calibration used for initial reporting.

When setting initial reporting windows, financial authorities should consider a range of factors including: (i) the window type i.e. whether the window is start-bound, end-bound or uses a defined window; (ii) language choice, which can convey different emphasis; and (iii) the size of the window, which may be influenced by the reporting trigger type.
Where reporting triggers are time-driven (i.e. occurrence or detection), longer windows could be implemented to allow sufficient time for FIs to reasonably assess the nature of the incident. Conversely, where materiality thresholds are used, FIs should have already partially assessed the nature of an incident, and therefore shorter reporting windows could be implemented such that authorities can be rapidly informed and act accordingly. When determining the reporting windows, financial authorities should also ensure that the merits of early reporting are suitably taken into account. As covered under Recommendation 4, phased reporting is one way to balance the operational burden on FIs who may not have complete information about an incident at the outset, while ensuring financial authorities are informed and prepared to respond as early as practicable.

**Recommendation 7. Minimise interpretation risk**

Financial authorities should promote consistent understanding and minimise interpretation risk by providing an appropriate level of detail in setting reporting thresholds, including supplementing CIR guidance with examples, and engaging with FIs.

Financial authorities should consider approaches to minimise interpretation risk (i.e. a misalignment of authority expectations versus institution understanding) through clarity of expression and illustrating intent behind policy or rulemaking for CIR thresholds. Irrespective of whether an authority takes a qualitative, quantitative or blended approach to defining its reporting criteria, the level of detail provided should seek to be as informative as possible, whilst being mindful of introducing undue complexity.

**Box 2: Examples of Incident Reporting Guidelines**

**Hong Kong Monetary Authority (HKMA)**

The HKMA expects authorised institutions (AIs) to report all significant operational incidents (including cyber incidents) to the HKMA. As the nature of every operational incident is different, the HKMA does not prescribe set thresholds that apply across-the-board to all AIs, but rather, expects individual AIs to exercise their judgement and establish internal guidelines for determining the materiality of incidents based on their own circumstances and risk profile.

To reduce AIs’ reporting burden and enable them to devote resources to handling the more significant incidents, the HKMA has issued guidance to help AIs better understand the types of incidents that it expects to be reported. Therein, the HKMA articulates: (i) factors that AIs should assess in determining whether an incident is significant (e.g. risks of data leakage, financial and reputational implications, the impact on services and customers), (ii) examples of incidents that the HKMA would generally consider to be significant and require reporting, as well as (iii) examples of incidents that would generally not require reporting. With respect to cyber incidents, specifically, the HKMA notes, for instance, that those involving attacks on an AI’s wholesale payment instructions (regardless of whether the attacks are successful) or e-banking services (with successful log-ins to customer accounts or resulting in unauthorised transactions), and cyber extortion targeting at an AI would generally be considered as significant and require reporting.

In addition to the guidance on incident reporting, the HKMA also issues email alerts from time-to-time to keep AIs updated on severe risks and threats that may be emerging in the cyber landscape. Besides raising AIs’ awareness and preparedness for these potential risks, the alerts also serve to reinforce the HKMA’s view that significant cyber incidents would warrant reporting if encountered.
Reserve Bank of India (RBI)

The RBI has a dedicated web portal where the Regulated Entities (REs) report unusual cyber security incidents as well as certain incidents of significant nature (even if those are not necessarily associated with cyber medium) within 2-6 hours of detection. The portal, through a workflow system, enables the REs to report the incident with necessary details/documents and the RBI to review the response and action taken until the incident is treated as closed. The portal, apart from the incident details, captures impact assessment, stakeholder communication, root cause analysis, IOC details, recovery mechanism and the RBI’s assessment of the incident.

Incidents that compromise or attempt to compromise the confidentiality, integrity or availability of REs’ information that are stored/processed in the information assets of the RE and/or its third-party service providers (TPSPs) are required to be reported. For example, it includes malware/ransomware attacks; data/business information loss, leakage and compromise; DoS/DDoS attack; email spoofing and attacks. Other types of incidents that are required to be reported include: breaches in thresholds of customer service disruptions due to non-availability of IT systems, as well as breaches in thresholds of ‘significant’ loss due to phishing/vishing attacks on customer(s). While reporting the incident, REs are required to provide attack pattern (e.g. common attack pattern enumeration and classification (CAPEC-ID)) wherever relevant.

Recommendation 8. Extend materiality-based triggers to include likely breaches

Financial authorities that use materiality thresholds should explore adjusting threshold language, or use other equivalent approaches, to encourage FIs to report incidents where reporting criteria have yet to be met but are likely to be breached.

In certain cases, FIs may have information that strongly suggests that a materiality threshold will likely be breached before that occurs. This is particularly relevant for CIR frameworks that use materiality thresholds as their reporting triggers, where FIs may sometimes require time to perform their analysis and investigation to ascertain if materiality thresholds are met. Based on the initial incident details available, which may be somewhat limited, FIs should take a forward-looking approach to their assessment and determination of what incidents would warrant reporting to their financial authorities. Once the impact analysis has been completed and threshold breaches have been verified, the FI should confirm or reclassify the incident as appropriate. Such approach would help financial authorities to be aware of issues that are likely to become material as early as possible and take any action as appropriate.

3.2. Supervisory engagement with FIs and among financial authorities

Recommendation 9. Review the effectiveness of CIR processes

Financial authorities should explore ways to review the effectiveness of FIs’ CIR processes and procedures as part of their existing supervisory or regulatory engagement.

Regular review of FIs’ CIR processes and procedures may identify potential gaps that could lead to under-, over- or late reporting. Where possible, financial authorities could perform such reviews within their ongoing supervision by including, inter alia:
■ drills and thematic assessments to evaluate FIs’ plans and procedures to achieve the required levels of CIR (e.g. standard operating procedure for communication and coordination, clear reporting standards);

■ on-site inspections or independent reviews (e.g. comparing internally logged incidents with notified incidents to the authority, adequate cyber incident response tools);

■ collecting information on cyber incidents from other information sources (e.g. cyber incident reports from other FIs, third parties or other sectors; media reports; other information sharing arrangements).

Cyber security tests and exercises carried out by FIs could also include CIR plans and procedures in order to seek a continuous improvement of their internal capabilities based on the lessons learnt. FIs could also engage an independent party to assess their incident management measures and processes, including procedures for incident escalation and reporting.

**Recommendation 10. Conduct ad-hoc data collection and industry engagement**

Financial authorities should explore ways to complement CIR frameworks with supervisory measures as needed and engage FIs on cyber incidents, both during and outside of live incidents.

Financial authorities may use their supervisory toolkit to enhance information collection regarding cyber incidents beyond any specific reporting requirements.

Potential situations that could warrant the use of the supervisory toolkit include:

■ A financial authority receives limited information about a severe cyber incident warranting continuous monitoring.

■ A financial authority receives information about a cyber incident at one institution, which has the potential to be replicated at other institutions.

■ A financial authority receives information (e.g. perhaps through press reports or other government channels) regarding a potential vulnerability or cyber event and seeks to minimise impact on regulated FIs.

The use of the supervisory toolkit in this situation, like in others, depends on supervisory judgement and the specific facts and circumstances around a cyber incident, and the limited information that supervisors may have at any point in time. Financial authorities should, where circumstances allow, consider ways to increase cross-border and cross-sectoral cooperation with respect to FIs that are subject to multiple regulations.

**Recommendation 11. Address impediments to cross-border information sharing**

Financial authorities should explore methods for collaboratively addressing legal or confidentiality challenges relating to the exchange of CIR information on a cross-border basis.

Financial authorities can use MoUs, or other equivalent arrangements, to outline the basis for the information exchange between authorities, which typically include commitments to maintain
the confidentiality of information. However, in some cases, existing arrangements may not clearly cover the sharing of information related to cyber issues and incident reporting, or sufficiently address issues that may prevent these exchanges from taking place. Financial authorities should consider whether the collaborative development of model clauses can enhance such MoUs and information exchanges.

To further improve cross-border cooperation, financial authorities should explore the benefits and applicability of regional or global reporting frameworks. Cross-border arrangements such as the European Central Bank Single Supervisory Mechanism (ECB SSM) and European Banking Authority (EBA) reporting frameworks in the EU, Gulf countries cooperation agreement, and DTN-CRISP demonstrate the benefits for participants, irrespective of which framework is used.

In addition, financial authorities can take steps to avoid inclusion of protected information unless able to satisfy relevant data protection legislation across jurisdictions involved. In most cases, that level of detail would only be required if exchanging information on the technical response to the incident.

### Box 4: Monetary Authority of Singapore’s (MAS) bilateral information-sharing arrangements with other financial authorities

- Arising from discussions at the FSB, MAS and HKMA embarked on a pilot arrangement to share cyber security information in 2017. Both authorities had since established a set of terms of reference that laid out the governance arrangement, guiding principles, scope, modality and approach for bilateral information sharing.

- Further to that, MAS has also established cyber security cooperation MoUs separately with the US Treasury, French financial authorities (Banque de France (BdF), Authorité de contrôle prudentiel et de resolution (ACPR)) and UK financial authorities (HM Treasury, Bank of England (BoE), Financial Conduct Authority (FCA)) to facilitate bilateral cyber information exchange and collaboration in areas, such as conduct of joint cross-border exercises.

- The MoUs and written agreements for these bilateral information-sharing arrangements contain clauses that dictate the protocols and measures for the parties to properly handle and protect the information shared. There are also clauses that define specific circumstances and types of information where written consent needs to be sought for onward sharing.

- It is common to use a Traffic Light Protocol (‘TLP’) for the sharing authority to indicate who and how the information may be shared by the receiving authority. The TLP terms could be tailored to meet the needs and intentions of the authorities, reducing the impediments to information sharing.

### 3.3. Industry engagement

#### Recommendation 12. Foster mutual understanding of benefits of reporting

Financial authorities should engage regularly with FIs to raise awareness of the value and importance of incident reporting, understand possible challenges faced by FIs and identify approaches to overcome them when warranted.

Continuous engagement between financial authorities and firms may help to develop a common understanding with regards to the framework and criteria for CIR. Discussions may also cover the legal and technical measures in place to protect information that is reported to financial authorities, including how and under what circumstances this incident information may be further
Financial authorities should consider periodically reviewing their CIR requirements and processes and incorporating feedback from FIs as appropriate. Such engagements could take place in the form of industry workshops and seminars, or dialogues with industry associations and FIs. Finally, sharing findings (in an aggregated and anonymised way) on cyber incident reports, i.e. on sectoral incident trends, could provide a beneficial feedback loop to FIs.

**Recommendation 13. Provide guidance on effective CIR communication**

Financial authorities should explore ways to develop, or foster development of, toolkits and guidelines to promote effective communication practices in cyber incident reports.

FIs may benefit from further guidance from authorities on effective practices in terms of the different types of reports associated with specific cyber incidents. Guidance could help improve the clarity of initial reporting and help standardise the quality of interim and final reporting when the reporting institution has more information (e.g. whether to include indicators of compromise or other more detailed information).

### 3.4. Capability development (individual and shared)

**Recommendation 14. Maintain response capabilities which support CIR**

FIs should continuously identify and address any gaps in their cyber incident response capabilities which directly support CIR, including incident detection, assessment and training on a continuous basis.

The process for reporting an incident begins before an incident occurs and are often influenced by elements of an institution’s cyber incident response and recovery (CIRR) program and processes. To encourage preparation around incident detection and reporting, FIs should consider adopting practices outlined in the FSB’s toolkit of Effective Practices for Cyber Incident Response and Recovery. In many cases, the FSB toolkit recognises that certain specialised incident response and reporting capabilities may not always be retained in-house, particularly for smaller institutions, and can be obtained from third-parties or affiliated organisations. In particular, vendors or external consultants can help with technology solutions, security monitoring, forensic capabilities and trusted information resources to provide additional capabilities to a FI prior to an incident, and can be rapidly escalated in the response to more complex incidents.

Relevant practices from the CIRR Toolkit:

- **8. Metrics**: Organisations establish metrics to measure the impact of a cyber incident and to report to management the performance of CIRR activities. Metrics can be used to determine the severity or priority of an incident. The severity level will inform how quickly the incident needs to be handled and to whom it might be escalated.

---
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9. Resources: Organisations ensure that CIRR functions are adequately staffed and competencies of relevant personnel are maintained and regularly enhanced.

13. Scenario planning and stress testing: Organisations’ plans and playbooks include severe but plausible cyber scenarios and stress tests.

15. Security operations centre (SOC): Depending on their size, complexity and risks, organisations operate a 24x7 SOC or engage third-party security services to meet the needs of the organisation to detect, identify, investigate and respond to cyber incidents that could impact the organisation’s infrastructure, services and customers. Various tools, including machine learning, are used for vulnerability management and compliance monitoring to enhance the effectiveness of cyber incident analysis.

17. Log management and forensic capabilities. Organisations develop an effective log management and retention framework that is comprised of tools to manage, collect and store system logs that would be required to facilitate incident investigation and analysis. The types of logs to be collected and retention period of logs could be pre-determined based on supervisory rulemaking, law or the importance of the business data held or transported through the system. Organisations establish technical and forensic capabilities to preserve evidence and analyse control failures, identify security issues and other causes related to a cyber incident. If the organisation does not have its own forensic capabilities, contractual agreements with third-party service providers are established (e.g. forensic retainer services) to support extended cyber forensic investigations, which are immediately activated when needed.

18. Technology solutions and vendors: Organisations implement technologies to enforce their policies and procedures. Organisations proactively acquire third-party services if necessary to augment their in-house CIRR capabilities.

23. Trusted information sources: Organisations correlate a variety of internal and external information sources for quick threat assessment and root cause analysis of the cyber incident.

Recommendation 15. Pool knowledge to identify related cyber events and cyber incidents

Financial authorities and FIs should collaborate to identify and implement mechanisms to proactively share event, vulnerability and incident information amongst financial sector participants to combat situational uncertainty, and pool knowledge in collective defence of the financial sector.

Where appropriate, financial authorities should consider their role in establishing the collaborative environment to foster new, or enhance existing, information sharing mechanisms for cyber incidents within and across jurisdictions. Under such arrangements, affected institutions may leverage the collective knowledge and capabilities of other FIs to help contain and resolve live incidents, and reciprocally provide crucial insight to avoid future occurrences or limit the spread to other parts of the financial sector. Examples of private sector collaboration includes cyber security associations, such as the Financial Services Information Sharing and Analysis Center (FS-ISAC), or national peer-to-peer groups.
The Swiss Financial Sector Cybersecurity Centre (Swiss FS-CSC) association was founded in April 2022. Like similar organisations worldwide, the association aims to strengthen cooperation between FIs and authorities in the fight against cyber threats, and to increase the resilience of the financial sector. In particular, it aims to facilitate the exchange of information between financial market players and improve cooperation with regard to sector-wide preventive measures and the management of systemic crises. Among the more than 80 founding members are associations, banks and insurance companies, and the Swiss National Bank. Membership of the Swiss FS-CSC association is open to all banks, insurance companies, financial market infrastructures and financial associations that have their registered office in Switzerland and have been authorised by the Swiss Financial Market Supervisory Authority (FINMA), as well as subsidiaries and branches of foreign banks and insurance companies with FINMA authorisation.

At the Swiss FS-CSC, institutions can pool knowledge in regarding policies and practices for cyber incident response and crisis management, as well as share information on ongoing cyber incidents and threats on a real-time basis.

FINMA, the National Cyber Security Centre and the State Secretariat for International Finance support it as affiliates.

Recommendation 16. Protect sensitive information

Financial authorities should implement secure forms of incident information handling to ensure protection of sensitive information at all times.

Financial authorities should regularly verify that the mechanisms used to collect, process and store CIR information maintain an appropriate level of security at all times and that sensitive information is handled in line with common security practices, and relevant financial authorities' legal obligations.

Mechanisms include the use of secured platforms, portals or channels; certified email accounts; or encryption protocols and other technical measures, to protect information both at rest and in transit.

4. Common terminologies for CIR

A key instrument of achieving convergence in CIR is the use of a common language. In particular, a common definition for ‘cyber incident’ is needed that avoids the reporting of incidents that are not significant for a FI, supervisory purposes or financial stability. Inconsistent definitions and taxonomy related to cyber security across FIs is cited as a challenge in implementing CIR frameworks.13

In 2018, the FSB published the Cyber Lexicon, which had a number of key objectives: i) enable a cross-sector common understanding of relevant cyber security and cyber resilience
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Many authorities use the Cyber Lexicon in their guidance or internal reports, and to a lesser extent, in their discussions with FIs. In a few cases, the Cyber Lexicon is considered in drafting cyber-related risk alerts, policies, procedures and guidance, as well as in supervisory and regulatory assessments. The Cyber Lexicon is generally well recognised by FIs and many terms are used by national authorities in their communications and discussions with FIs. However, FIs do not necessarily use it for their internal risk management purposes as they rely on terminologies and definitions used in the cyber security standards they adopt.

More specifically, only a few authorities use the Cyber Lexicon definition for ‘cyber incident’. All other authorities use their own definition, which is typically set out in regulations or guidelines. These range from high-level definitions, such as ‘an actual or potential compromise of information security’, or ‘any type of disruption of the provision of services under licensing obligations’, to more complex and detailed definitions.

Some authorities see the need to update the Cyber Lexicon to keep current with the evolving cyber landscape and development of information technology. For instance, given the rise in cyber threats due to prolonged remote working arrangements in light of COVID-19 and increased dependencies on third-party service providers, several authorities suggested including terms such as ‘phishing’, ‘ransomware’, and ‘supply chain’, along with other terms related to third-party dependencies and operational resilience. As such, this work is being done in collaboration with the FSB’s working group on third-party risk to ensure that cyber-related terms on third-party risk will be considered for future inclusion in the Cyber Lexicon or included in the output of that workstream. This collaboration is even more important given the increasing prevalence of incidents arising from FIs’ supply chains.

As part of the work on CIR, the Cyber Lexicon was reviewed to include a number of new terms and provide clarifications on some existing definitions. To ensure consistency with a document that has been implemented for some years now, the same criteria for inclusion and exclusion in the development of the Cyber Lexicon were applied. To be included, terms should meet the objectives of the Cyber Lexicon (see above) and should focus on the core terms necessary to support these objectives. Terms that are excluded are generally technical terms and terms that are used by financial sector participants in areas extending beyond cyber security and cyber resilience. Definitions for terms in the Cyber Lexicon should be drawn from existing sources, be comprehensive, concise and use clear, plain language and avoid technical terms and complex grammatical constructions.14

In light of recent developments in the cyber threat landscape, the terms: ‘insider threat’, ‘phishing’ and ‘ransomware’ were deemed to be significant enough for inclusion, in line with the criteria for inclusion described above. Further, the term ‘security operations centre’ was considered as an essential function of many FIs, which play an integral role in detecting and managing cyber
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incidents and would benefit inclusion to further advance the work on CIR. Based on initial discussions with the industry, and through feedback from financial authorities, it was deemed important to revise the following definitions: ‘cyber incident’, ‘cyber incident response plan’ and ‘information system’. Table 1 lists the amendments to the Cyber Lexicon.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Revised definitions</strong></td>
<td></td>
</tr>
</tbody>
</table>
| **Cyber Incident** | A cyber event that:  
  i) adversely affects jeopardizes the cyber security of an information system or the information the system processes, stores or transmits; or  
  ii) violates the security policies, security procedures or acceptable use policies,  
whether resulting from malicious activity or not.  
Source: Adapted from NIST (definition of ‘Incident’)  
The use of the term ‘jeopardizes’ in this definition (which infers the danger of loss, harm, or failure) conveys uncertainty as to the inclusion of potential incidents. To provide greater clarity, and in alignment with the latest version of the NIST Cybersecurity Framework and the NIS Directive, this verb has been replaced with ‘adversely affects’ to confirm that potential incidents are not in scope of this definition. |
| **Cyber Incident Response Plan** | The documentation of a predetermined set of instructions or procedures to guide the response to, and limit consequences of, a cyber incident.  
Source: Adapted from NIST (definition of ‘Incident Response Plan’) and NICCS  
In its current form, this definition may be interpreted as the plan itself performing the response and limiting the consequences of a cyber incident. This definition is now corrected to indicate that a Cyber Incident Response Plan acts as a guide. |

---

Definition of ‘cybersecurity incident’: A cybersecurity event that has been determined to have as impact on the organization prompting the need for response and recovery.  
Definition of ‘incident’: any event having an actual adverse effect on the security of network and information systems.
### Information System

Set of applications, services, information technology assets or other information-handling components, which includes the operating environment and networks.

Source: Adapted from ISO/IEC 27000:2018

Although Cyber Lexicon terms such as ‘Cyber Event’ leverage source definitions from NIST, there is no explicit reference to ‘networks’. Instead, this concept is implicitly incorporated into the term ‘Information System’ as part of ‘information-handling components’. However, for the avoidance of doubt, ‘networks’ is now explicitly referenced in this definition.

### Added terms

#### Insider Threat

A trusted entity with potential to use their access or knowledge to adversely affect an organisation’s assets.

Source: Adapted from NIST and CISA

#### Phishing

A digital form of social engineering that attempts to acquire private or confidential information by pretending to be a trustworthy entity in an electronic communication.

Source: Adapted from ISO/IEC 27032:2012 and NICCS

#### Ransomware

Malware that is used to commit extortion by impairing the use of an information system or its information until a ransom demand is satisfied.

Source: Adapted from ISACA Full Glossary and SANS

#### Security Operations Centre (SOC)

A formally recognised function or service responsible for protecting information systems, as well as monitoring, detecting, assessing and remediating cyber threats and cyber incidents.

Source: Adapted from CPMI-IOSCO and ISACA Full Glossary

---

### 5. Format for incident reporting exchange (FIRE)

The 2021 stocktake of authorities’ CIR regimes indicated a high degree of commonality in the information requirements for cyber incident reports. A more detailed examination of individual data fields within existing reporting templates further corroborated this finding, i.e. that the types of reported information did not vary much between authorities, across any of the identified reporting types (e.g. institution-initiated, authority-initiated and periodic reporting).

The high degree of similarity presents an opportunity for further convergence which merits further consideration. Specifically, the convergence of incident information requirements through development and adoption of a common reporting format could greatly enhance incident reporting practices on a global basis, address operational challenges and foster better communication.

The FIRE concept is proposed as an approach to standardise common information requirements for incident reporting, whilst remaining flexible to a range of implementation practices. Such a format, if further developed, would not require strict global convergence and could be flexible to
consider co-existence. Authorities can decide the extent to which they wish to adopt FIRE, if at all, based on their individual circumstances. For instance, authorities could consider leveraging a subset of the features or definitions, which would promote a limited form of convergence. Even if not adopted by a single jurisdiction, it could still serve as a common baseline for FIs to map against a range of reporting requirements and assist in translating between existing frameworks.

In terms of scope, FIRE could address information requirements for institution-initiated reporting, which is where the practical issues are most acutely observed. However, authority-initiated and periodic reporting requirements may not significantly increase work, and therefore may also be considered from the outset. FIRE would also support four CIR recommendations: achieve greater convergence in CIR frameworks (#2), promote adoption of a common reporting format (#3), support implementation of phased and incremental reporting requirements (#4) and foster mutual understanding of benefits of reporting (#12).

The scope of FIRE would be most robust if it covered all forms of operational incidents, not just cyber incidents. As noted in the 2021 stocktake, the majority of authorities do not distinguish between broader operational incidents and cyber incidents as part of their incident reporting regimes. Therefore, the utility of FIRE could be heavily influenced by its ability to meet the needs of such authorities. Otherwise, a concept limited to cyber incidents could likely introduce fragmentation and duplication into the market which runs counter to the convergence objectives.

Given the implications for the financial sector, the intent would be to use the convening power of the FSB to bring together financial authorities, regulated FIs and other relevant parties to explore the feasibility of FIRE, leveraging reporting experience from all sides, and taking into account similar efforts related to data convergence in overlapping context to avoid unnecessary duplication. Long-term ownership and maintenance of FIRE would need to be addressed by key stakeholders, preferably at the outset, as a critical factor for the project’s overall success and sustainability.

### 5.1. Potential benefits, risks and costs

#### 5.1.1. Potential benefits

FIRE would be designed to realise several benefits for both financial authorities and FIs, including:

- **Flexibility for implementation by authorities.** The FIRE concept would be designed with flexibility at its core, to allow for a degree of permissible divergence to suit local needs, and potential future innovation in incident reporting requirements. For example, FIRE would:
  - strike a balance between shared structured fields which drive universal consistency, versus open fields which individual authorities can issue bespoke guidance against as part of their local implementation to fulfil their unique information needs;
  - include the concept of field optionality, by defining the minimum data requirements which individual authorities can exceed;
• focus on message content, and not prescribe how reporting messages are
generated or handled on receipt; and

• remain agnostic to individual authorities’ reporting thresholds.

■ **Addressing sources of operational challenges**: The FIRE concept has the potential
to reduce the operational challenges on FIs by furthering greater convergence in the
following areas, thereby enabling FIs to devote a greater proportion of resources to
resolving incidents and addressing their causes:

• **Definitions**: In coordination with the Cyber Lexicon, FIRE would bring about
consistency of terminology used as part of incident reporting.

• **Information requirements**: FIRE encapsulates a single, but flexible, data set that
could satisfy the reporting needs of multiple authority stakeholders. However,
complete coverage of all data fields to create a superset of all existing authority
reporting requirements would not be practical, nor necessary to achieve the key
benefits of the proposal.

• **Classification schemes**: The standardisation of field options and taxonomies that
underpin structured data fields, such that all users of FIRE have the same reference
point.

• **Multiple recipients**: An ability to support one-to-many communication of incident
reports (subject to technical implementation).

• **Mechanisms**: It may be possible to coalesce towards common mechanisms for
sharing incident information.

■ **Improving capabilities to support reporting objective**. Based on the common
reporting objectives for financial authorities identified in Annex 1: Section 2, FIRE has
the potential to streamline comparative and analytical capabilities which leverage
incident data sets. In particular, the structured elements of a common reporting format
facilitate the ability to compare and contrast incident occurrences on a historical, cross-
border or cross-sectoral basis. These attributes could be of particular benefit in
conducting more systematic analysis of reporting to identify trends or common root
causes and facilitate stronger cross-border cooperation through a common
understanding of an incident as it is reported.

■ **Enabling automation**. The standardisation proposed within FIRE may facilitate a
reduction in manual overheads within existing reporting processes through the
introduction of automation, thereby generating further efficiencies:

• **Machine generated**: FIs could automate the extraction of information directly from
their internal incident management systems to generate FIRE messages with
no/little additional burden.
• Machine readable/actionable: Financial authorities could take in information received without resorting to manual handling, creating a frictionless process for FIs to communicate with authorities.

Resource efficiency: Rather than individual authorities expending resources to solve a common problem, FIRE represents a collaborative endeavour that can benefit from the collective knowledge and experience from all participants, to produce an output usable by all. Those authorities not directly involved in the development of FIRE, and who are yet to establish their own reporting format requirements, would be able to leverage the final product without incurring the associated costs. Furthermore, financial authorities and FIs may be able to implement common reporting solutions which are subsequently developed to support FIRE.

Fostering ecosystem-level change. To instigate change on a larger scale, the initiative would also benefit from supporting solutions for small or mid-sized FIs that may not have the in-house capability to implement FIRE. For this end of the market, it is possible that third-party providers of incident management services or products could engineer their systems to support FIRE, thereby promoting greater utility across the financial ecosystem. To that end, it may be beneficial to involve this stakeholder group as part of the design team, such that these solutions could be made available early in the process.

5.1.2. Potential risks and costs

A transformation programme of this magnitude does not come without risk and costs, and requires the investment of time, effort and resource to fully realise its potential. Potential sources of risk and costs which could halt or impede this proposed initiative or diminish its intended benefits are summarised below.

Potential risks

• Lack of project sponsorship: Failure to gain sufficient cross-stakeholder support and commitment to multi-year transformation programme.

• Insufficient adoption levels: Whether by choice or based on circumstance, the failure to attain critical mass and thereby confer maximal benefits is not achieved.

• Localised mismatch in appetite: Decision not to proceed by a financial authority may be locally challenged by FIs that have a greater desire for uptake.

• Irreconcilable design positions: Divergent views on design of elements of FIRE may reduce degree of convergence, or lead to competing approaches.

• Long-term maintenance risk: Ownership and the process for future development of FIRE would need to be determined.
Potential costs

- **Transition arrangements**: Financial authorities may have to support both pre-existing and FIRE-based receipt of incident reporting information whilst regulated FIs migrate.

- **Policy adjustments**: There may be implementation costs involved in changing existing regulatory policies and rules to support implementation.

- **Unappealing ‘cost of entry’**: The overall one-off costs involved with implementation and migration may be less palatable than the current recurring overhead of operational challenges.

5.2. The FIRE concept

In this section, initial views on the FIRE concept have been limited to institution-initiated reporting, though other reporting types may also be incorporated. Importantly, the ideas conveyed in this section should be viewed as seed material for future discussions as to how a concept might be constructed.

In addition, a text-based articulation of data requirements, with their accompanying formatting and logic rules, may be open to misinterpretation. To eliminate this interpretation risk, it may be necessary to encode the final concept into one or more commonly used data interchange formats such as JSON or XBRL which will also facilitate technical implementation.

5.2.1. Concept structure

To determine an appropriate organising structure for the information requirements within the proposed concept, a ‘meet in the middle’ approach was used to inform the overall structure:

- **Bottom-up**: using the results of the granular data field mapping exercise performed on existing reporting templates, which identified the minimum set of common types of information.

- **Top-down**: pooling information requirements with a common purpose.

By grouping common data requirements, clear patterns of overlap emerged upon which the premise of this concept was founded. The decision to initially focus FIRE design on institution-initiated reporting was based on: (i) being the most common reporting type implemented by authorities; and (ii) where the practical issues were most commonly observed.

Although specifics vary, the underlying premise for institution-initiated reporting is shared by all authorities, i.e. a FI experiences an incident which, depending on the circumstances, triggers a reporting obligation to one or more receiving authorities. The nature of the information flows is event-driven, and unidirectional from the reporting entity to the receiving authorities. Depending on individual reporting requirements, more than one incident report may need to be issued for the same incident.

From the top-down viewpoint, the information requirements for institution-initiated reporting were grouped into five distinct collections (as shown in Figure 4). Collectively, these data fields provide
receiving authorities with the necessary information to understand incidents as they evolve, and to act accordingly. Each of the subsequent subsections elaborates on each collection, and the types of information which could be defined in a future concept design.

**Reporting Entity**

The data fields associated with the reporting entity are intended to describe:

- **Entity Details.** The data fields under consideration contain basic referencing and classification information for the reporting entity. With the exception of the entity name, which reflects the entities legal or most commonly used designation, the remaining fields are structured to support analysis across the reporting entity data set, within and across reporting authorities. Identification schemes could support both global mechanisms (e.g. legal entity identifier (LEI))

  17  The LEI is a 20-character, alpha-numeric code based on the ISO 17442 standard developed by the International Organization for Standardization (ISO). It connects to key reference information that enables clear and unique identification of legal entities participating in financial transactions. Each LEI contains information about an entity’s ownership structure and thus answers the questions of ‘who is who’ and ‘who owns whom’.

  18  UN Statistics Division (2008), *International Standard Industrial Classification (ISIC) of all Economic Activities, Revision 4*.

and pre-existing local implementations. For entity type, there is a design choice between: (i) using existing classification schemes (e.g. International Standard Industrial Classification) that can act as an authoritative reference source but may be insufficiently granular; and (ii) developing a bespoke classification scheme which provides maximum flexibility. Basic information could also include reference to the country where the affected entity is domiciled.

- **Contact Information.** Designated points of contact within entities are typically required in case a receiving authority requires further information following the submission of an incident report. FIRE therefore would need to support the capture of contact information for those representatives.

As the use of single or multiple contacts varies across existing incident reporting arrangements from different authorities, FIRE would need to support the submission of one or more contacts, with the ability for the receiving authority to implement in line with their local needs. Although fields such as role or department could be considered optional, the contact’s email address and phone numbers may be viewed as required
fields, such that authorities have two methods of communication to reach the entity’s representative(s).

- Receiving Authorities. FIRE could include data fields to support potential use cases related to the delivery and routing of incident reports, such as:
  
  - the ability for a reporting entity to send the same incident report to multiple receiving authorities simultaneously, thereby driving one-to-many efficiencies;
  
  - maintaining a record of authorities that have previously received reports regarding the same incident, but not the current incident report instance being issued; or
  
  - facilitating onward sharing of an incident report to other authorities who have not been informed of the incident directly by the affected entity (assuming appropriate information-sharing arrangements are in place).

To reference authorities within these fields, the use of common authority abbreviations may be desirable for brevity and standardised encoding. At this time, an authoritative source of financial authority identifiers is not established and may need to be defined as part of FIRE. One possible suggestion would be to combine ISO 3166 alpha-2 country codes\(^\text{19}\) with the locally recognised acronym for the authority to maintain uniqueness (e.g. US Federal Reserve Board is encoded as ‘US-FRB’). In addition, a future iteration of FIRE may wish to support onward sharing beyond financial authorities to other authorities.

**Incident**

The following data fields consolidate information requirements related to the incident being reported, such as entity- or authority-generated unique identifiers for the incident being reported, or other incidents which may be related; the nature and circumstances of the incident, which are augmented and refined as the incident evolves; actions taken or reactions to the incident which have transpired since the previous incident report; and information on timing for key incident milestones.

- References. To support the tracking of individual incidents, and possible interdependencies, FIRE may need to include multiple identifying reference fields which serve different purposes. These fields could include the unique identifiers used internally by the reporting entity to refer to the incident or any related incidents. Equally, FIRE may need to store authority-generated references used to identify a reported incident or create relationships between incidents reported by multiple entities. When combined with onward sharing between authorities, the entity-provided identifiers could act as a unique key across authorities when engaging with the reporting entity, on an individual or collective basis.

- Incident Details. This section describes potential base attributes for an incident, which could include: the phasing of incident reports and related incident status (as shown in

\(^{19}\) ISO (2020), *ISO 3166 Country Codes*.  
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Figure 5); the incident’s title and description which provide an overall reflection of the incident at differing levels of granularity; the type of incident, which reflect the event which has occurred in a cause-agnostic manner; the method by which the affected entity became aware of the incident; the confidence level which the reporting entity has in the information provided within the report; the criteria which triggered the reporting obligation; and an estimated time of resolution for when the incident is expected to be brought under control.

### Report type workflow and valid states

<table>
<thead>
<tr>
<th></th>
<th>Initial</th>
<th>Intermediate</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Resolved</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Closed</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

#### Change(s) Since Previous Report
Whereas the previous section on Incident Details seeks to capture the evolving nature of the incident, potential data fields within this section have been grouped together to reflect new incident developments that have arisen between reports (or as part of the initial report if applicable). These could include: actions taken by the reporting entity to bring the incident under control; the level of internal escalation involved in response to the incident; a summary of the public reaction; the issuance of external communications; and the names of any other non-financial authorities or agencies notified.

#### Date/Time Markers
Incident information often contains markers that reflect the specific timing of milestones within an incident. In addition to the four common incident time markers (occurrence, detection, resolution and closure), FIRE could also capture the time at which a specific report was issued, and an estimate for the timing of the next report to manage authority expectations.

### Actor

Alongside capturing the nature of the incident, FIRE could also contain fields to record the identity of the parties or forces (referred to as actors herein), whose actions led to the incident. The use of the term ‘actor’ is broader in scope than the Cyber Lexicon’s definition of a ‘threat actor’ which represents ‘an individual, a group or an organisation believed to be operating with malicious intent’, so as to include parties which do not have intent. Possible fields include a classification scheme for the type of actor (inclusive of internal, third party and external actors), the actor’s identity (where known and appropriate), their country of origin, motivation, and whether their actions were directly or indirectly targeted at the reporting entity (or were

20 An external actor has no pre-existing relationship with the reporting entity, which differentiates it from third-party.
untargeted altogether), and any supplemental information that may be actor-specific (e.g. identifying indicators such as IP addresses).

As incidents may involve the actions of more than one actor, FIRE may need to support the submission of all of the attributes for individual actors. For example, multiple threat actors could combine forces to achieve common objectives where interests align.

**Impact Assessment**

Consequences arising from incidents are typically expressed in the form of impact, which is defined by ISO\(^\text{21}\) as the ‘outcome of a disruption affecting objectives’. However, the measurement of impact involves the study of lagging indicators that can only be collected after an incident occurs, and which may not be immediately discernible. Therefore, the evaluation and articulation of impact for incident reporting purposes, especially in the early stages, has to be grounded in what is known or readily observable. Hence, the suggested fields related to impact are grouped and ordered to reflect the sequence by which reporting entities might assess them.

- **Severity Rating.** Whereas impact assessment is seeking to evaluate the consequences of an incident with an outward focus, the notion of severity provides an indication of the significance and urgency which the reporting entity places on addressing the incident. The approaches to severity used by entities and authorities are typically tailored and therefore idiosyncratic to each entity.

This source of uniqueness presents a dilemma with two opposing drivers: achieving greater convergence to enable cross-entity comparability, whilst respecting individual entity choices and diversity across the ecosystem.

In order to strike an appropriate balance, it may be necessary for FIRE to capture both the reporting entity’s internal reference of the incident’s severity on its own terms (including supporting definitions), and a normalised interpretation of the reporting entity’s severity set by the receiving authority. The approach eventually taken will ideally seek to promote a degree of normalisation, without forcing homogeneity as an outcome.

- **Services and Resources.** Although the circumstances may not be fully understood at the outset of an incident, the reporting entity will likely be able to rapidly develop a reasonable understanding of the technical impacts to its services and underlying resources. As such, this information could be considered as the next grouping of data fields that can build towards an overarching impact assessment. Aspects of service and resource type, the nature of their criticality to the entity, and the type of disruption experienced could all be captured in this section of FIRE.

- **Scale.** As impacts propagate beyond the reporting entity, an understanding of which parties may be affected (and to what extent) gradually emerges based on either the entity’s own knowledge, or as communicated by affected parties. To collect a consistent expression of the scale of an incident, FIRE could focus on measures typically found in

---
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existing reporting implementations, such as affected customer/consumer base, transaction volume, other parties affected and geographic spread.

- **Impact.** The assessment of impact is a non-trivial task, requiring an evaluation of the consequences of an incident over multiple time horizons, ranging from short-term (intra-day) to long-term (months, even years). Quantitative approaches are generally more challenging for individual entities to initially define and source accurate and timely data to use as part of incident response. Therefore, FIRE may be designed to use a qualitative approach to evaluating impact which can more easily be applied across all types of reporting entities.

This judgement-based method could use descriptive statements to define levels of increasing severity across a range of impact categories (e.g. financial, operational, reputational, legal/regulatory). Over the course of an incident, a reporting entity may perform regular appraisals against these qualitative scales to approximate impact and to drive appropriate organisational responses. However, this approach relies on consistent interpretation and judgement of individuals who may introduce bias or subjectivity. It may therefore be necessary to introduce a normalised set of impact scales, although the intent is not to supplant existing levels defined by either reporting entities or receiving authorities. Instead, the scales could provide a common form of intermediation to enable comparability of impact across incidents.

**Incident Closure**

The fifth and final set of data fields related to institution-initiated reporting are confirmed once the incident has been resolved and a post-incident review performed. Therefore, these information requirements are intended for the content of the final report, though certain elements may be suspected or known even in the early stages of an incident. There are three key elements: cause, which explains why the incident took place; lessons identified and remedial activity, which detail any vulnerabilities and actions to be taken to address them; and supplemental documentation to enable inclusion of file-based supporting materials, such as detailed analysis of the incident.

- **Cause.** During the incident response phase, the primary focus is on bringing the situation under control and restoring service provision to acceptable levels. Therefore, an in-depth analysis of causation will typically not occur until during a post-incident review. However, the reporting entity may have developed a good understanding of the incident’s cause(s) as part of its response, and therefore may be able to provide receiving authorities with early insight whilst the incident is still in progress.

Types of causes that could be considered for FIRE include hazards (natural and man-made), causal factors arising from human performance, information system and process failures, external dependency failures, and threat vectors for malicious acts. In addition, FIRE could capture the causal strength associated with each cause identified which could range from contributory to strongly causal (i.e. must have led to the incident).

- **Lessons.** Following root cause analysis, a post-incident review is expected to identify one or more lessons for the reporting entity to take actions against. Note the use of ‘lessons identified’ as the product of a post-incident review, rather than the more
commonly used 'lessons learnt'. Identified lessons subsequently need to be implemented or applied, and then engrained within an entity before they can be considered as learnt. A combination of each lesson, associated remedial action and estimated completion date for each action, could provide both the reporting entity and receiving authority with the necessary remediation planning information to monitor progress and to subsequently evaluate whether root causes have been adequately addressed.

- **Supplemental Documentation.** As not all information can be captured through structured text-based fields, FIRE may need to include a mechanism for including file-based materials as part of any incident report. Although primarily to support detailed information related to post-incident reviews, it is conceivable that receiving authorities may wish to have additional content submitted at other points in the incident lifecycle.
Annex 1: 2022 Survey findings

This annex summarises the findings drawn from the responses received on the survey conducted in February 2022 related to financial authorities’ reporting objectives, types of reporting and reporting criteria.

1. Reporting objectives

Financial authorities use information from cyber incidents for different purposes depending on, for instance, their respective mandates. From an initial set of 10 unique responses, the list was further consolidated to six reporting objectives as follows:

A. To support **management of the impacts** arising from a cyber incident at one or more institutions (87%)

B. To play an active role in the **technical resolution** of a cyber incident at one or more institutions (13%)

C. To build understanding and/or support **coordination of sector-wide** cyber incidents (96%)

D. To **inform supervisory understanding** of the risk profile and/or capabilities at affected institutions (83%)

E. To **identify potential weaknesses or areas for improvement** in current regulation or requirements (78%)

F. To provide a **consolidated source** of incident data, trends, threats and/or risks across peer firms or the financial sector as a whole (87%)

The survey responses indicated a high degree of prevalence for five of the six identified incident reporting objectives. With one exception, financial authorities that responded to the survey do not engage in the technical resolution of incidents (two responses in this category from national cyber security authorities were also discounted). This objective has however been kept to highlight that the majority of financial authority mandates do not extend to technical resolution.

The four remaining objectives reported, but not taken forward, were:

- **compliance with regulatory requirements**, which was considered intrinsic to the act of reporting;

- **reporting to national authorities**, which was deemed to be a requirement outside of the financial authority scope;

- **data repository to support underwriting**, which was incorporated into Objective F; and

- **as part of Suspicious Activity Reporting (SAR)**, which described another channel for the flow of incident information rather than an objective.
2. Reporting types

To better understand the types of information flows involved in CIR, the survey explored three types of incident reporting (see Figure 6):

1. **Institution-initiated reporting**, where impacts arising from an incident trigger reporting obligations to one or more financial authorities (and requirement for initial reporting), followed by subsequent intermediate and final reports.

2. **Authority-initiated reporting**, where cyber incident information is gathered by one or more authorities to better understand the effects of its sector-wide implications (and may be performed within or across jurisdictions).

3. **Periodic reporting** of incident-related information gathered from FIs on a regular basis (not event driven), capturing incident occurrences that would not otherwise be reported by FIs through Type 1.

Almost all authorities (96%) receive institution-initiated reports, whereas most authorities (78%) also performed authority-initiated or periodic reporting. One authority also responded with an additional type of reporting related to threat reporting, which although valid, was considered outside of the incident reporting scope of the survey.

Further analysis of the relationship between reporting objectives and types was performed, (as shown in Graph 4), and the following observations noted:

- There is a strong relationship between event-driven incident reporting (Types 1 & 2) and managing the impacts, either on a firm specific (A) or sector-wide basis (C).

- There is a significant relationship between event-driven incident reporting (Types 1 & 2) and developing understanding of institutional capabilities (D), the threats and risks they face, and sectoral trends (F). Periodic reporting (Type 3) is primarily used to reinforce/supplement this understanding.
Only 63% of respondents use incident information as part of their own regulatory improvement lifecycle (E).

### 3. Reporting criteria

For each of the reporting types in Section 2 above which a financial authority chooses to implement, financial authorities will have established mechanisms to trigger each report type, typically reflecting their respective mandates and regulatory or supervisory approaches. Unlike other aspects of CIR where greater convergence is sought, reporting criteria will typically be unique to each authority. However, it may be possible to drive consensus of approach for setting reporting criteria, whilst preserving the act of calibration as an authority-specific activity.

The following analysis sets out the three different ways in which reporting criteria can be designed, such that individual authorities can leverage this information when developing or adjusting their own approaches: (i) overall approach; (ii) reporting trigger selection; and (iii) reporting window design.

**Approaches to Reporting Criteria**

Based on FSB member survey responses, existing approaches to reporting criteria can broadly be classified on relative basis using two observable measures:

- The degree of detail used to describe the reporting criteria, which can range from minimal, with little to no explanatory guidance, to detailed, with extensive descriptions, indicators and/or examples.
The criteria style, ranging from purely qualitative expressions of criteria at one end of the spectrum, to quantitative approaches (e.g. numeric thresholds).

Graph 5 represents a comparative, albeit subjective, interpretation of existing authority reporting criteria where provided through the FSB survey. Positioning on the vertical axis (level of detail) was determined based on overall criteria length, number of criteria clauses or examples provided. Positioning on the horizontal axis was assessed on the nature of each individual criteria being assessed as qualitative or quantitative in nature, whereby the mid-point reflects an even mix of both criteria types. Box 5 contains examples reflecting both of these styles.

The following observations can be derived from the patterns which emerge:

- There is a notable cluster of authorities that take a ‘minimal qualitative’ approach, i.e. Quadrant III. For example, an authority may state that regulated FIs should report cyber incidents that generate material levels of impact, but leave institutions to judge when this criteria has been met. Such ‘minimal’ approaches may incur greater levels of interpretation risk.

- No authorities were observed as using a ‘quantitative’ but ‘minimal’ approach (Quadrant IV). This outcome is expected as such approaches typically are accompanied by explanatory information to clarify why such measures have been set.

- Roughly half of authorities that responded have been categorised in the ‘detailed’ upper half of the graph, though a mix of styles is present, in keeping with authority approaches to policy and rulemaking.
Reporting trigger selection

For each reporting type, financial authorities may select from a range of different trigger options which affect the timing and/or timeframe for reporting:

- **Institution-initiated reporting**: the remainder of this section will predominantly focus on this reporting type and the trigger options which exist for initial, intermediate and final reports.

- **Authority-initiated reporting**: the collection of impact assessment information can vary depending on the circumstances, and therefore may be individually determined with each occurrence. Certain cross-authority reporting mechanism may establish pre-agreed norms for timeframes such as the collation and compilation of impact information can be orchestrated.

- **Periodic reporting**: a key consideration for bulk data retrieval from FIs is proportionality i.e. the volume of information collected relative to the frequency of reporting, which may vary in accordance with an institution’s systemic importance.

Returning to institution-initiated reporting, and specifically initial reporting, existing financial authority triggers (see Annex 3) can broadly be categorised into three types, which are also illustrated in Graph 6:
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**Box 5: Examples of reporting triggers**

In the United States, the Federal Banking Agencies notification rule requires a banking organisation to notify its primary federal regulator of any ‘computer-security incident’ that rises to the level of a ‘notification incident’, as soon as possible and no later than 36 hours after the banking organisation determines that a notification incident has occurred based on defined qualitative criteria that requires the bank’s judgement that those criteria have been met. In addition, the Securities Exchange Commission (SEC) Regulation Systems Compliance and Integrity (SCI) requires designated SCI entities to notify the SEC of any ‘SCI event’ (including systems intrusions, disruptions and compliance issues) immediately upon responsible SCI personnel having a reasonable basis to conclude that an SCI event has occurred. Within 24 hours, SCI entities must submit a written notification of the event to the SEC, including certain prescribed information.

The European Union follows the Payment Services Directive (PSD2) reporting scheme, in some instances, and requires institutions to classify major incidents based on fulfilling one or more criteria at a defined ‘Higher impact level’, or three or more criteria at the defined ‘Lower impact level’. Examples provided include:

- More than 5,000 or 10% of payment services customers is considered a lower impact level, while more than 50,000 or 25% of payment services customers is considered a higher impact level.
- An economic impact greater than the maximum of 0.1% Tier 1 capital or greater than €200,000, or greater than €5 million is considered a higher impact level.
- More than 10% of an institution’s regular level of transactions (in terms of number of transactions) and €500,000 is considered a lower-level impact.
- More than 25% of an institution’s regular level of transactions (in terms of number of transactions) or greater than €15 million is considered a higher impact level.
1. **Occurrence trigger**, based on the time the incident occurred or \( T(o) \). With this trigger type, the timeframe by which a FI has to produce an initial report by is already passing, even before the incident may have been detected. If the reporting deadline \( RD(o) \) passes before detection has occurred, reporting may eventually take place but would by default deemed as a late submission. However, this trigger type may incentivise firms to invest in their detection capabilities such as to minimise the gap between occurrence and detection.

2. **Detection trigger**, based on the time the incident was detected or \( T(d) \); As the trigger for reporting only commences when the affected institution becomes aware of the incident, the limiting factor for detection-based reporting is the extent to which the incident circumstances are understood. Where situational confidence is low, it may only be possible to provide limited information before the reporting deadline \( RD(d) \) is due.

3. **Threshold trigger**, based on a breach of a materiality threshold or \( I(mt) \). Within this option, FIs will judge whether the impacts associated with the incident have breached the materiality threshold, and trigger the reporting obligation \( T(mt) \). Although this trigger type can flex to accommodate ‘slow-burn’ incidents, these triggers rely on a consistent interpretation of reporting criteria, whereas occurrence and detection triggers may be simpler to determine.

There are also two further variants of trigger types which authorities could implement:

- **Occurrence or detection triggers, with materiality filters**: To limit the volume of cyber incidents within scope, authorities may apply a materiality filter such that only significant incidents are reported. However, as the occurrence or detection trigger has primacy, if it is not known whether an incident may breach the materiality threshold before the reporting deadline expires, there is the potential for either late reporting to
occur (where institutions held off), or for the affected institution choosing to report, even if the incident never became sufficiently material (over reporting).

- **Materiality thresholds with ‘likely to breach’ clauses:** If reporting is left until a materiality threshold is deemed to have been breached, then the authority only becomes aware of the situation once it has passed this level of impact. This can be offset by requesting that incidents that ‘are likely to’ breach thresholds are also reported. However, FIs consequently have to also consider the impact trajectory of incidents as part of meeting their reporting obligations.

Whereas the calibration of initial reporting triggers is typically unique to each authority, the equivalent triggers for intermediate and final reports may not have the same drivers:

- **Intermediate report:** the issuance of additional incident report(s) by the affected institution until the incident is brought under control (i.e. resolved). Analysis of existing reporting templates identified three types of intermediate reporting triggers:
  - *fixed period*, where an intermediate report is expected to be provided on a pre-set schedule e.g. every 24 hours.
  - *upon change*, where the affected institution issues a new intermediate report based on a change in circumstances, impact or remediation that an authority might expect to be informed.
  - *once resolved*, where an authority does not require updates whilst an incident is still in progress but chooses to be informed once the incident is resolved.

- **Final report:** the last incident report to be issued following incident closure, and contains the output of any post-incident review (e.g. cause analysis, planned remedial activities). Existing approaches to final report triggers include:
  - *fixed period*, where a final report is expected within a specified time period following incident resolution (e.g. 30 days). As the post-incident review process for significant incidents may be more protracted, additional clauses may be included to allow deviation from the standard period subject to agreement from relevant authorities.
  - *upon closure*, where the final report is issued once the post-incident review has concluded, with no time constraint.

Unlike initial reporting, there may be greater scope for convergence amongst authorities for convergence of these triggers which would support concurrent issuance of intermediate and/or final reports to multiple authorities.

**Reporting window design**

Having established the criteria that triggers the requirement for a report to be issued, financial authorities are also able to set a timeframe, or reporting window, within which this action needs to be performed. Three characteristics of reporting windows have been identified that authorities can adjust to fit their needs: (i) window type; (ii) language choice; and (iii) duration.
Survey analysis has identified three types of reporting windows:

- **start-bound**, where the reporting window is anchored at the outset, e.g. ‘immediately’ or ‘as soon as possible’;

- **defined window**, where both the start and end points of the reporting window are set, e.g. ‘without delay, but no later than 24 hours’

- **end-bound**, where only the end time of the window is defined, e.g. ‘within 6 hours’

When reviewing each option, authorities may consider the behavioural implications and how FIs may react. For example, an institution may delay the submission of a report which is start-bound to better evaluate the nature or effects of an incident before reporting. Conversely, where a specific end time has been set, FIs may naturally gravitate towards this point, thereby leading the bulk of reports to be received at the tail end of expectations.

Language choice is a stylistic matter for authorities to consider when drafting reporting window requirements but may be used stress urgency or emphasise a preferred outcome. For example, the use of ‘immediately’ may convey a preference for reporting timeliness, over precision or completeness. The inclusion of flexible clauses (e.g. as soon as reasonably possible, without undue delay) provides some discretion to institutions when exercising their judgement over how best to satisfy reporting obligations.

On window duration, Graph 7 illustrates the timeframes for initial reporting sourced from references in Annex 3, leading to the following observations:

- Very few authorities surveyed implement occurrence triggers, with the remainder being evenly split between detection and materiality-based triggers.

- Although there is a notable spread of window durations for detection and materiality-based triggers (ranging from immediate to 72 hours), the majority fall within a 24-hour timeframe.

- Reporting windows for materiality-based thresholds are slightly tighter than those implemented for detection triggers. A possible explanation for this difference may be that: (i) reporting thresholds for detection-based triggers are more elongated to factor in sufficient time to assess nature of the incident to a reasonable extent; and (ii) if a FI has already determined that a materiality threshold has been reached, then authorities may wish to be rapidly informed that this has occurred.
Box plots of reporting triggers

Graph 7
### Annex 2: Recommendations mapped to identified challenges

<table>
<thead>
<tr>
<th>Design of CIR Approach</th>
<th>Identified challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational challenges</td>
</tr>
<tr>
<td>1 Establish and maintain objectives for CIR</td>
<td></td>
</tr>
<tr>
<td>2 Explore greater convergence of CIR frameworks</td>
<td></td>
</tr>
<tr>
<td>3 Adopt common reporting formats</td>
<td></td>
</tr>
<tr>
<td>4 Implement phased and incremental reporting requirements</td>
<td></td>
</tr>
<tr>
<td>5 Select incident reporting triggers</td>
<td></td>
</tr>
<tr>
<td>6 Calibrate initial reporting windows</td>
<td></td>
</tr>
<tr>
<td>7 Minimise interpretation risk</td>
<td></td>
</tr>
<tr>
<td>8 Extend materiality-based triggers to include likely breaches</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Authority interactions</th>
<th>Identified challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational challenges</td>
</tr>
<tr>
<td>9 Review the effectiveness of CIR processes</td>
<td></td>
</tr>
<tr>
<td>10 Conduct ad-hoc data collection or industry engagement</td>
<td></td>
</tr>
<tr>
<td>11 Address impediments to cross-border information sharing</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industry engagement</th>
<th>Identified challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational challenges</td>
</tr>
<tr>
<td>12 Foster mutual understanding of benefits of reporting</td>
<td></td>
</tr>
<tr>
<td>13 Provide guidance on effective CIR communication</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Capability Development (individual and shared)</th>
<th>Identified challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational challenges</td>
</tr>
<tr>
<td>14 Maintain response capabilities which support CIR</td>
<td></td>
</tr>
<tr>
<td>15 Pool knowledge to identify related cyber events and cyber incidents</td>
<td></td>
</tr>
<tr>
<td>16 Protect sensitive information</td>
<td></td>
</tr>
</tbody>
</table>

**Legend** - *degree to which each recommendation, if implemented, address challenges(s)*

- None
- Minor
- Moderate
- Significant
- Profound
### Annex 3: Initial reporting trigger reference material

Survey conducted in January 2022

<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Authority</th>
<th>Trigger</th>
<th>RD (hrs)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>APRA</td>
<td>Threshold</td>
<td>72 hrs</td>
<td>An APRA-regulated entity must notify APRA as soon as possible and, in any case, no later than <strong>72 hours, after becoming aware</strong> of an information security incident that: (a) materially affected, or had the potential to materially affect, financially or non-financially, the entity or the interests of depositors, policyholders, beneficiaries or other customers; or (b) has been notified to other regulators, either in Australia or other jurisdictions. Source: CPS 234</td>
</tr>
<tr>
<td>China</td>
<td>CBIRC</td>
<td>Occurrence</td>
<td>Immediate</td>
<td>When cyber security incidents <strong>occur</strong>, network operators should <strong>immediately</strong> initiate an emergency response plan, adopt corresponding remedial measures, and <strong>report to the relevant competent departments</strong> in accordance with relevant provisions. Source: CAC Cybersecurity Law, article 25 (translated) Where the breach, tampering, or loss of personal information <strong>occurs or may occur</strong>, a personal information processor shall <strong>immediately</strong> take remedial measures and <strong>notify the departments</strong> with personal information protection duties and the relevant individuals. Source: Personal Information Protection Law (PIPL)</td>
</tr>
<tr>
<td>EU</td>
<td>ECB</td>
<td>Threshold</td>
<td>2 hrs (SIs)</td>
<td>Initial information on the cyber incident must be submitted within two hours after the reporting thresholds are exceeded or within two hours after the point in time when the</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Supervised Entity can reasonably assume that an identified cyber incident will exceed the reporting thresholds, whichever occurs earlier. Source: ECB Decisions (issued directly to the banks in scope)</td>
</tr>
<tr>
<td>EIOPA</td>
<td>None</td>
<td>N/A</td>
<td></td>
<td>EIOPA does not have incident reporting in place</td>
</tr>
<tr>
<td>ESMA</td>
<td>Detection</td>
<td>24 hrs</td>
<td></td>
<td>Item 55 / Guideline 62: TRs should send to ESMA an initial incident notification within 24 hours of becoming aware of the incident and a follow-up notification within one month. Source: Guidelines on periodic information and notification of material changes to be submitted to ESMA by Trade Repositories</td>
</tr>
<tr>
<td>EBA</td>
<td>Threshold</td>
<td>4 hrs</td>
<td></td>
<td>Payment service providers should send the initial report to the competent authority within four hours from the moment the operational or security incident has been classified as major. Source: Revised guidelines on major incident reporting under PSD</td>
</tr>
<tr>
<td>France</td>
<td>Threshold</td>
<td>2 hrs (SIs) 4 hrs (retail PSs) 72 hrs (wholesale PSs)</td>
<td></td>
<td>Payment service providers should send the initial report to the competent authority within 4 hours from the moment the major operational or security incident was first detected, or, if the reporting channels of the competent authority are known not to be available or operational at that time, as soon as they become available/operational again. Should business be back to normal before 4 hours have passed since the incident was detected, payment service providers should aim to submit</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>HKMA</td>
<td>Detection</td>
<td>Same-day</td>
<td>As the nature of every operational incident is different, authorized institutions (AIs) are expected to exercise their judgement and establish internal guidelines endorsed by the management for deciding whether an operational incident should be regarded as significant and thus should be reported to the HKMA. The HKMA expects AIs to report to it suspected or confirmed cyber attacks that may cause potential loss/leakage of sensitive data of the AI or its customer(s), potential financial loss (albeit small) to the affected customer(s), potential material financial loss to the AI, or significant impact on the AI’s reputation. The Retail Payment Oversight Division of the HKMA asks SVF licensees to report suspected or confirmed cyber attacks as soon as practicable, and to provide prompt updates as and when the information and assessment is available. As for designated CSSs, as long as the incident affects the operation or service level of the ( \text{Source: PSDII (for retail payment systems)} ) Incident reporting shall occur without any delay after incident detection and in less than 72 hours. ( \text{Source: ECB framework for wholesale payment systems (for wholesale payments)} )</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>system or the safety and efficiency of the system, they should be reported to the HKMA as soon as possible. No matter whether the incident is known or unknown to the CSS participant, or whether the incident is caused by a third party or the CSS participant, it should be reported to the HKMA</td>
</tr>
<tr>
<td>India</td>
<td>RBI</td>
<td>Detection</td>
<td>6 hrs</td>
<td>Guidelines clearly specify reporting requirements for unusual incidents specifying types of incidents to be reported/not reported. At the same time, they also allow for some discretion where FIs can exercise own judgement for reporting the incidents Security Incident Reporting (SIR) to RBI within two to 6 hours Source: RBI/2015-16/418</td>
</tr>
<tr>
<td>Indonesia</td>
<td>BI</td>
<td>Occurrence</td>
<td>1 hr (PSs)</td>
<td>BI has set qualitative criteria as a reference for CIR; however, no explicit quantitative criteria/thresholds have been set by the authority. The qualitative criteria includes: potential breaches to the legal/regulatory requirements and the materiality of impact to the critical information systems or services which could cover malfunctioning data centres, network failures, and fraud incidents. Article 254.6: The disruption as referred to in paragraph (5) point c and force majeure as referred to in paragraph (5) point d must be notified to Bank Indonesia not later than 1 (one) hour after the disruption occurrence. Source: Bank Indonesia Regulation Number</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
</tbody>
</table>
| Italy        | BdI       | Threshold | 2 hrs (SIs) | Regarding the timing of notification of incidents, the initial report must be sent:  
|              |           | Threshold | 4 hrs (LSIs) |  
|              |           | Detection | 3 hrs (PSs) |  
|              |           |          |           | • for less significant banks, payment and electronic money institutions within **4 hours** from the moment when the reporting criteria are met  
|              |           |          |           | • for significant banks within **2 hours** from the moment when the reporting criteria are met  
|              |           |          |           | • for retail payment systems, payment schemes and financial technology providers within **3 hours of incident detection** |
| MEF          | Threshold | 1 – 6 hrs | (OES/DSPs) | As for the national security cyber regulation n. 81/2021 for the financial operators included in the National Cybernetic Perimeter (Law n. 109/2019), the notification mechanism is threshold-less and based on the definitions of relevant cyber events.  
|              |           |          |           | Designated critical national infrastructure must notify CSIRT Italy without delay of any incident having a significant impact on the continuity of the essential services provided, including information that makes it possible to identify cross-border impact of the incident. The notification must be made **within six hours or one hour** depending on the severity of the incident.  
|              |           |          |           | **Source:** *Italian Legislative Decree no. 85/2018* |
| Japan        | JFSA      | Detection | Immediate | The FSA requires FIs to report **immediately** when a computer system failure or a cyber |
security incident meeting certain criteria is **detected**. Criteria for reportable incidents are provided in FSA's supervisory guidelines. Similar provisions are in place in FSA's supervisory guidelines for other types of FIs. Form 4-45 ‘Report of System Failure and Other Incidents’ in the ‘Forms and Other Materials’ shall be submitted as part of the reporting. Additional reporting is required upon recovery and/or when cause of the incident is identified. A status update shall be reported within one month if the recovery or identification of the cause has not been completed.

*Source: Comprehensive Guidelines for Supervision of Major Banks, III-3-7-1-3: Supervisory methods and actions*

<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Authority</th>
<th>Trigger</th>
<th>RD (hrs)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>CBR</td>
<td>Detection</td>
<td>3 hrs (SIs)</td>
<td>Significant Institutions: within <strong>three hours</strong> from the moment of detection of the incident. Other institutions: within <strong>24 hours</strong> from the moment of detection of the incident. <em>Source: Bank of Russia Standard STO BR BFBO-1.5-2018 (Section 6)</em></td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>SAMA</td>
<td>Threshold</td>
<td>Immediate</td>
<td>The Member Organisation should inform ‘SAMA IT Risk Supervision’ <strong>immediately</strong> when a medium or high classified security incident has occurred and identified. <em>Source: Cyber Security Framework v1.0, Article 3.3.15.5</em></td>
</tr>
<tr>
<td>Singapore</td>
<td>MAS</td>
<td>Detection+Threshold</td>
<td>1 hr</td>
<td>A bank shall notify the Authority <strong>as soon as possible, but not later than 1 hour, upon the discovery</strong> of a relevant incident.</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------------</td>
<td>----------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>'relevant incident' means a system malfunction or IT security incident, which has a severe and widespread impact on the bank’s operations or materially impacts the bank’s service to its customers.</strong>&lt;br&gt;&lt;br&gt;Source: <em>MAS Notice on Technology Risk Management</em></td>
</tr>
<tr>
<td>Spain</td>
<td>BdE</td>
<td>Threshold</td>
<td>2 hrs</td>
<td><strong>Two hours from its qualification</strong> as relevant&lt;br&gt;&lt;br&gt;Source: <em>LSI reporting template (ECB Framework)</em></td>
</tr>
<tr>
<td>Switzerland</td>
<td>FINMA</td>
<td>Detection</td>
<td>24 hrs</td>
<td>If a cyber attack on critical assets results in one or more of the protective goals of critical functions and their business processes being put at risk, this must be reported to FINMA immediately.&lt;br&gt;&lt;br&gt;Immediate reporting to FINMA means that the affected supervised institution informs FINMA through the responsible (Key) Account Manager <strong>within 24 hours of detecting such a cyber attack</strong> and conducting an initial assessment of its criticality. The actual report should be <strong>submitted within 72 hours</strong> via the FINMA web-based survey and application platform (EHP).&lt;br&gt;&lt;br&gt;Source: <em>FINMA</em></td>
</tr>
<tr>
<td>Türkiye</td>
<td>BRSA</td>
<td>Occurrence</td>
<td>N/A</td>
<td>A firm must notify the BRSA <strong>immediately</strong> if any sensitive or personal data are disclosed or leaked such that Information Systems Continuity Plan or secondary centres are activated.&lt;br&gt;&lt;br&gt;Source: <em>Regulation on Information Systems and Electronic Banking Services of Banks</em></td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>UK</td>
<td>BoE (PRA)</td>
<td>Threshold</td>
<td>Immediate</td>
<td>A firm must notify the PRA immediately if it becomes aware, or has information which reasonably suggests, that any of the following has occurred, may have occurred or may occur in the foreseeable future:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1) the firm failing to satisfy one or more of the threshold conditions; or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2) any matter which could have a significant adverse impact on the firm’s reputation; or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3) any matter which could affect the firm’s ability to continue to provide adequate services to its customers and which could result in serious detriment to a customer of the firm; or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4) any matter in respect of the firm which could result in serious financial consequences to the UK financial system or to other firms.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Source: PRA Rulebook, 2.1 General Notification Requirements</td>
</tr>
<tr>
<td></td>
<td>FCA</td>
<td>Threshold</td>
<td>Immediate</td>
<td>A firm must notify the FCA immediately if it becomes aware, or has information which reasonably suggests, that any of the following has occurred, may have occurred or may occur in the foreseeable future:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1) the firm failing to satisfy one or more of the threshold conditions; or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2) any matter which could have a significant adverse impact on the firm’s reputation; or</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>US</td>
<td>FRB</td>
<td>Threshold</td>
<td>36 hrs (Banks)</td>
<td>The Board, OCC and FDIC have issued a final rule that requires a banking organisation to notify its primary federal regulator of any ‘computer-security incident’ that rises to the level of a ‘notification incident,’ as soon as possible and no later than <strong>36 hours</strong> after the banking organisation determines that a <strong>notification incident has occurred</strong>. Source: <a href="http://example.com">Computer-Security Incident Notification Requirements for Banking Organisations and Their Bank Service Providers</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEC</td>
<td>Threshold</td>
<td>Immediate (SCI Entities) 48 hrs (proposed)</td>
<td>Upon any responsible SCI personnel having a reasonable basis to conclude that an <strong>SCI event has occurred</strong>, notify the Commission of such SCI event <strong>immediately</strong>. Source: <a href="http://example.com">SEC Regulation SCI (p715, §242.1002)</a> Under the proposed rule, any adviser registered or required to be registered with the Commission as an investment adviser would be required to submit proposed Form ADV-C promptly, but in no event more</td>
<td></td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Authority</td>
<td>Trigger</td>
<td>RD (hrs)</td>
<td>Source</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>than 48 hours, after having a reasonable basis to conclude that a significant adviser cyber security incident or a significant fund cyber security incident had occurred or is occurring.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Source: Proposed SEC Rule: Cybersecurity Risk Management for Investment Advisers, Registered Investment Companies, and Business Development Companies</td>
</tr>
</tbody>
</table>